
 

 

 
 

 

  

 
 

 
 

  

 
 

 

 
 

  
Abstract—This work attempts to investigate the      

performance of different deep-learning approaches in a       
multiclass machine vision problem. Models were trained on an         
adapted version of the Modified National Institute of        
Standards and Technology (MNIST) database with the       
purpose of predicting the maximum of three handwritten digits         
in a single image. This research mainly contrasts two different          
approaches, using preprocessed data as well as raw image data          
to train several deep learning models. Further this study         
investigates the performance of different well established       
models, such as VGGNet and ResNet. In summary, we could          
achieve an accuracy of 96,13 % with a ResNet18 and showed           
that extensive preprocessing is not necessarily required for        
these models.  

I. INTRODUCTION 
The constantly increasing number of digital images,       
provided in online communities, as well as the increasing         
need of process automation in industry leads to an         
increasing need and importance of machine vision systems.        
The classification of handwritten digits can be important in         
automatic document processing, and mainly contributes to       
the development of human-computer interfaces. This work       
contrasts two different approaches to identify the maximum        
if three handwritten digits in one image and finally         
compares the performance of different well established       
models. In the first approach, we trained a convolutional         
neural network on the original MNIST dataset [1] and         
preprocessed the provided dataset (see Fig.1) to correspond        
to the MNIST data style. We then predicted each number          
individually and numerically identified the maximum.      
However, the graphical circumstances, gradual backgrounds      
and background noise led to errors during the digit         
identification and thus disturbed the models predictions.       
This leads us to our second approach. Instead of         
preprocessing, we only normalized the provided dataset to        
train several well established models, such as VGG Net and          
ResNet. In summary, these models turned out to be very          
efficient in the identification of the important image parts         
(i.e. the largest digit) without any preprocessing and        
partitioning. Based on this, we trained different models and         
identified ResNet18 to be the most efficient and accurate in          
this problem.  

 

 

 

II. RELATED WORK 

Since the Modified National Institute of Standards and        
Technology (MNIST) dataset has been created in 1998 [2], it          
became a widely used dataset and has been used to compare           
a huge variety of different learning models performance on         
handwritten digit recognition. Different supervised learning      
models, such as K-nearest neighbors [3], Support Vector        
Machine [4] , and Neural Networks [5] were able to          
achieve over 99% test accuracy. However, the competition        
is now led and dominated by Convolutional Neural        
Networks. Convolutional Neural Networks have been      
widely used and succeed in large-scale image, as well as          
video recognition [5]. In 2012, Ciresan et al. [6] combined          
several deep neural networks to a multi-column deep        
convolutional neural network and achieved the, until now,        
the highest test accuracy of 99,77%. 

VGGNet [7] and ResNet [8] are two famous networks         
which have optimal performance on image classification,       
due to their deep architecture. We decided to apply these          
two models in our second approach and choose the one          
performs better after several tests  as our final model. 

1. Very Deep Convolutional Networks(VGG) was     
invented within the Visual Geometry Group [7],       
[9] and won the localization task in the ILSVRC in          
2014. VGGs architecture mainly consists of a       
relatively high number of convolutional layers      
(dependent on the Version of VGG, i.e. VGG-16        
with 16 convolutional layers or VGG-19 with 19).        
VGG uses max pooling between the convolutional       
layers and a ReLU activation function for all        
hidden layers [7]. By using multiple small       
filters(3x3) instead of single large filter(eg. 7x7), it        
obtains a large receptive field, increases the depth        
of the network and reduces the number of        
parameters. This helps the model to converge faster        
and reduces the risk of overfitting. Thus, we        
decided to use an adapted version of VGGNet to         
solve this similar image recognition problem. 
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2. The Residual Networks(ResNet) won the the      
ILSVRC in 2015 and was published in 2016 by He          
et al. [8]. The ResNet provides a unique and very          
deep architecture that can contain up to 125 layers.         
Usual neural networks of this depth faced problems        
like vanishing or exploding gradients. To account       
for this problem, the ResNet core feature are so         
called shortcut- or skip connection. Instead of       
using a stack of layers to directly fit a desired          
underlying mapping, the author introduced a      
residual mapping for fitting, using these skip       
connections. The new mapping allows short      
connections to skip one or more layers [8]. Using         
this strategy, the deep residual nets support a very         
deep architecture, become easy to optimize and       
gain accuracy even the network depth is large. 

 

III. DATASET 

In this project, an adapted version of the MNIST dataset was 
provided. In this section we briefly describe the original, as 
well as the adapted dataset, as both were used in this 
project.The original MNIST dataset contains of 60,000 
training examples, and 10,000 test examples of handwritten 
28x28 pixel binary images. Each training image contains a 
single digit in the range from 0 to 9 and is labeled 
respectively. 
 

 
Fig. 1 Examples of the original MNIST dataset 

 
In this particular project, an adapted version of the MNIST 
dataset, containing 50,000 training images and 10,000 
testing images was provided. In contrast to the original 
dataset, each 128x128 pixel image in the modified version 
contains 3 digits as well as an individual grayscale 
background. The three digits per image, ranging  from 0 to 
9, are randomly rotated and replaced in each sample. Each 
training image is labeled with its maximal single-digit 
numeric value, forming 10 classes.  
 

 
Fig. 2 Examples of the provided adapted MNIST dataset  

IV. PROPOSED APPROACH 

 
Data preprocessing 

 
As the input data is an adapted version of the MNIST 
dataset, we have tried in our first approach to preprocess the 
dataset to transform each 128x128 pixel grayscale image 
into three (i.e. each input image contained three digits) 
28x28 binary images. As all digits had an identical color 
value of 255 in the center , we used the OpenCV package to 
apply a threshold to eliminate 90-95% of the pixels. To 
further eliminate small pixel clusters and smoothen the 
image, we further applied a kernel of 3x3 pixels. After this 
step, digits were identified among other contours by size. 
The correspondent surrounding rectangle was then adapted 
to the standard MNIST size of 28x28 pixel. 
 

       
 
Fig. 3 Example of applied preprocessing and transformation steps 
 
 
Selected models 

 
As this project targets a machine vision problem, we have 
decided to work with different types of convolutional neural 
networks. In our first approach we have trained a 
convolutional neural network with 2 convolutional layers on 
the raw MNIST dataset. Our Model (shown in Figure4) 
contained four layers: two convolutional layers with a 
kernel size of 4 and stride size of 1, one dropout layer, and 
two linear layers (see Fig.4). All layers used the Rectifier 
(ReLu) activation function. The last two layers were fully 
connected layers, which again reduced the complexity and 
finally returned a value for the 10-class digit classification 
problem, using a Softmax activation function. The model 
was trained on the original MNIST dataset.  
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Fig. 4 Schema of the MNIST classifier 

 
 
Second Approach 
 
While we have tried to split our project into separate 
problems in the first approach (identify digits, label digits, 
select maximum), this approach uses complex pretrained 
models to process all problems at once. We decided for this 
project, to build on pretrained models, such as  ResNet and 
VGG Net. On this approach, we were using the Package 
FastAI and Pytorch which provides a wide variety of 
pretrained models.  
 
 

V. RESULTS 

First Approach  
 
In the first approach we applied several preprocessing steps 
to the provided data to generate uniform pictures, containing 
one digit at a time (see Figure 3). We then trained the earlier 
described convolutional neural network on the original 
MNIST data. With this model, we were able to predict the 
original MNIST test set with an accuracy of 99%. 
However, due to the variable background and noise (as an 
example see Fig. 1, right), the preprocessed data contained 
misidentified digit areas and prevented therefore the model 
from accurate predictions. As the training set was not used 
for training, we have used is for cross validation. However, 
the convolutional neural network (see Fig. 4) could exceed 
53% accuracy. As digits were turned randomly in the 
provided dataset, we fed the rotated single-digit images into 
the classifier and kept the prediction with the highest 
certainty. However, no improvement could be achieved.  
We thus decided to use more complex models, which do not 
need preprocessed data input. This leads to our second 
approach. 
 
 

 
Second Approach  
 
In the second approach, we have trained ResNet and VGG 
Net on the raw data. In particular, we mainly used ResNet18 
and VGG16. Our best accuracy was achieved with a 
ResNet18. We also tried deeper recurrent network 
architectures, such as ResNet 34 (see Figure 5). However, 
this deeper architecture models tend to overfit after only a 
few epochs and mostly reached a maximal validation 
accuracy of 88% (f.e. see Fig.5). For the ResNet 18, the 
optimal test accuracy was achieved after 18 epochs. This 
solution was submitted on Kaggle and reached 96.13% test 
accuracy.The VGG net did not reach a higher accuracy in 
our approach. Table 1 summarizes the different models 
performance.  
 
 

 

 
Fig. 5 The Training and Validation Accuracy of ResNet 34 
 
 

Neural 
Network 

Learning 
Rate 

Validation 
Accuracy 

Test 
Accuracy 

Average 
Runtime per 
Epoch 

VGG16 SGD 0.9526 0.9412 6.20 min 

VGG16 0.0005 0.9327 0.9216 7.15 min 

ResNet 18 0.001 0.9698 0.9613 5.20 min 

ResNet 34 0.001 0.8764 - 7.30 min 

 
Table. 1 Results of networks with learning rate, validation 

and test accuracy, and average runtime per epoch* 
 
*In Table 1, VGG16 with SGD optimizer has its learning 
rate gradually changes according to the current 
performance. The predictions of ResNet 34 is not submitted 
to Kaggle to gain test accuracy because of its poor 
performance on validation data.  
 
 



 
Fig. 6 Example of VGG16 learning epochs* 

 
* VGG16 with learning rate 0.0005 has its training loss and 
validation loss decreasing rapidly during the first 10 epochs. 
However, its accuracy encountered a divergence after the 
11th epoch as the selected learning rate was too large. 
Without applying an adaptive optimization algorithm, its 
accuracy didn’t improve significantly during the rest of the 
training progress and stabilized at 0.9327. 

 
 
 

VI. DISCUSSION AND CONCLUSION 

 
This work mainly contrasted two approaches on a machine 
vision problem with the aim to identify a maximal digit in 
an image containing three handwritten digits. The first 
approach attempted to separate this problem into 
subproblems: digit localization, digit classification and 
evaluation of the maximum. Only the second problem (digit 
classification) was processed by a convolutional neural 
network. However, even if the test accuracy on the original 
MNIST dataset was 99%, the performance for this particular 
task did not go beyond 53%. The reason for this, is mainly 
defined by the preprocessing errors and mallocalized digits, 
due to the presence of many tuning parameters, such as 
smoothing kernel size, binarization threshold and size 
threshold. A future approach could be to design a neural 
network as a feature detector to identify the digits and to 
feed the output into the existing convolutional neural 
network. This could be achieved by the creation of a new 
dataset of MNIST digits and identical shaped images of 
random noise. 

In summary, image morphological operations like 
binarization , erosion and dilations do not perform well to 
extract digit regions on the provided dataset. Therefore, a 
simple convolutional neural network, trained on the MNIST 
dataset can not be used in this project. Thus, all three 
subproblems must be assigned to a single complex model. 
We have compared ResNet18 ResNet34 and VGG16. 
Overall, these models performed well as their validation 
accuracies are above 92% except ResNet 34. Our final 
Model, Resnet18, achieved 96.13% test accuracy on Kaggle.  
 

VII. STATEMENT OF CONTRIBUTIONS 

All group members worked on all tasks together and         
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